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1. INTRODUCTION

Let Cri [0,(0) = U E et0, (0): f(x) >° for x E [0,(0) and
lim, .f f(x) = °f and R n = 11/p: p E fln and p(x) >°for x E [0,(0) t, where
fin denotes the set of all real algebraic polynomials of degree n or less. For
g E CI~ 10, (0), define II gil = sup jIg(x)l: x E 10, 00 ) f. Uniform approximation
of functions in C; 1°,(0) by reciprocals of polynomials has been the topic of
several recent investigations (see [I, 2, 51 and the references of [5 I). In this
setting, it is known that best approximations exist and are unique 11, 21 and
the following characterization theorem holds [21,

THEOREM 1. Let fE C~ [0, oo)\R n with n ~ I, and let I/p* ERn' Then
l/p* is a best approximation toffrom Rn if and only if

(i) (standard alternation) there exist n + 2 points °~ X o < X I < ,.. <
x n. I such that If(x i ) - l/p*(xJ = Ilf - I/p* II, i = 0"00' n + 1, and
I(x i ) - l/p*(x) = -(f(xi + I) - I/p*(xi + I))' i = 0,00" n, or

(ii) (nonstandard alternation) cp* ~ n - I and there exist n + I points°~ X o < XI < .. , < X n such that /(x i ) - l/p*(x i ) = (-I)" i III - I/p* ii,
i = 0,00" n, where ?p* denotes the degree ol p*.

In the remainder of this note IIPr shall denote the best approximation to
IE C1; 10, (0) from R n •

In this note we study strong uniqueness of I/Pr and point Lipschitz
continuity of the best approximation operator. In Brink III, it was shown
that if dPr = 11, then IIPr is a strongly unique best approximation to I from
R n' that is, there is a constant Yr >°such that

III - lip II ~ IiI - Ilprll + Yrlilip - llprll
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for all IIpER". A companion result is that 1IPr is point Lipschitz
continuous at}; that is, there is a constant Ar >°such that

I! IlpK IIp/!i ~ A, g- I!!

for all g E C1; 10, co). In Dunham and Taylor 151 it was shown that if
apr < n~ I. then llpt is discontinuous at;: Thus if ap, n~ J. neither
strong uniqueness nor point Lipschitz continuity can hold. In [51. however, it
was proven that lip/ is continuous at I if ap/= n - 1. Left open are the
questions of strong uniqueness and point Lipschitz continuity of I/Pr at I
when (ip/ = 11 -- 1. In this note, we show that if CPt = 11 I, then I/PI is
strongly unique and point Lipschitz continuous at;:

2. PRELIMINARY RESULTS

The lemmas in this section are motivated by a characterization of strong
unicity constants for polynomial approximation due to Cline 141. The results
of this section will subsequently be used to establish the strong unicity result
for best reciprocal approximation.

Let O~xo < XI'" < x" be fixed, and for t > x"' let

i = 0,..., n, and p(l) j -I i. (2.1)

By the assertion on p. 64 of Rice 161 (N ote the misprint: = should be
replaced by j.) and the fact that all norms on a finite dimensional vector
space are equivalent, QI is a compact subset of JI". where JI" carries the
Euclidean norm of the coefficient vectors. For x j 0, let

M(t. x) = max 11 p(x)[: p E Q,~. (2.2 )

We express M(t, x) in terms of n + 2 interpolating polynomials. Define

q E JI" by

and for j = 0,... ,11, define qi(t, .) E JI" by

q;U, x;) = (~I)" '.

and qj(t, t) = --1.

i = 0,.... 11.

i = 0.... , 11, i oF j.

LEMMA 2. For O~'\-O<Xl<'''<X,,<t and xjO, M(t.x)=
maxnq(x)l; Iqj(t, x )1, j = 0,... , 11~.
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Proof Write t=xn+ 1 and note that p(t)~-l is equivalent to
(-lr-(n+l)P(Xn+l)~I. If (-I)n-(n+l,p(xn+I»O, q would have n+ I

zeros. Thus (_l)n-(n+l)q(Xn+l)~I and qE Q,. Similarly, qj(t, ·)E Qr'
j = 0..... fl. Thus M(t, x) ~ max{lq(x)l; Iqit,x)1,} = 0,..., nf.

Let pEQt satisfy Ip(x)I=M(t,x). Let c>1"={i: (_l)n-ip (X;) = If. We
show that ,>1" contains at least n + 1 indices. Suppose that ,>1" contains less
than n + I indices. Then there is an hElln such that h(x) = sgn p(x) and
Il(x i ) = ~(_I)n i for i E ,>1". For t; > 0, let p, = p + eh. For i E ,>1",

(~I )"ip,(X i ) == I - e < 1.

and for i t1:. ,>1",

for 1; sufficiently small. Thus p, E Q, for e sufficiently small. Furthermore.

I p,(x)1 = I p(x)1 + e > M(t, x),

which is a contradiction. Thus sf' contains at least n + 1 indices, and as a
result, p is q or one of the qj(t, . ), j = 0,.... fl. Hence. M(t. x) = max ~ Iq(x)l;
Iqj(t. x)l, j = 0,... , n}.

The next lemma presents an asymptotic estimate for M(t, x).

LEMMA 3. Let °~ Xo< X I < ... <x" be fixed. Then there are positive
numbers A. X, and T such that M(t, x) ~ Ax" for all t ~ T and x ~ X.

Proof Let q(x) = a"x" + a" I x" 1 + ... + ao. Since q has n zeros and is
not identically zero, oq = n. In fact. a" > O. Select XI> °such that x ~ XI
implies

Now let qj(t,x)=a~(t)x"+a~_I(t)x" I+'''+ab(t), j=O,... ,n. By the
interpolatory conditions defining qj(t, .)

t" -I
Xo x~

r({)J
(-I )"

x j_ 1 x!'
~(t) (-1)" -jT 1 (2.3 )I

Xj, I x!'+ 1
(~l)"-j I

a~(t)

x" x"
"

Using Cramer's rule and evaluating all determinants across the first row,
a~(t)=r{(t)/sj(t), where r{Ell", k=O,... ,n, and sjEll", j=O, ... ,n.
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Moreover, the coefficient of ttl in sf is given by a Vandermonde determinant
and therefore is nonzero, and the coefficient of ttl in ~ is zero. That is,
('Sl = nand c'r;, ~ n - 1, j = 0,... , n. Thus we may select positive numbers D
and Tsuch that la;,(t)1 <a nl4 and laW)1 <D, k=O,... ,n-l,j=O,... ,n, for
all t;;' T. Finally, choose X > X I such that

a"x"/4 + D(x" J + ... + 1) < an-"'''/2

for x ;;, X. Now for t;;' T and x;;' X,

Iq;U, x)1 < a"x"/4 + D(x" J + ... +.1) < a"x"/2 < q(x),

j = 0,... , n, and thus M(t, x) = q(x). Since X> °and ('q = n, we may now
select A >°such that iq(x)1 ~ Ax" for x;;' X, and Lemma 3 now follows
from Lemma 2.

The final lemma in this section establishes a bound on M(t, x) for t

sufficiently large and x bounded.

LEMMA 4. Let °~ xo < X J < ... < x" be fixed. Given fJ >° there are
positive numbers m and T such that M(t, x) ~ m Jor all t;;' T and x E 10, fJ I·

Proof Using (2.3) and the succeeding argument, there are constants D
and T such that !q/t, x)1 ~ a" + D(a"- J + ... + I) for x E 10,fJl and t;;' T.
where a = max(l,fJ). Letting m = maxlmax\E,IJ.ll1Iq(x)l, a" + D(a" J + ...
+ 1) f, Lemma 4 follows.

3. STRONG UNIQUENESS WHEN OPr= n - I

In this section, we show that if oPr= n .- I, then IIPr is a strongly unique
best approximation toJfrom R II • It will then follow that IIPr satisfies a point
Lipschitz condition at J in this case.

THEOREM 5. Let JE C(; 10, oo)\R Il and let IIPr be the best uniform
approximation to f from R Il • If apr = n - L then there is a constant Yr> 0
such that

IIJ - Ilpll ;;, - Ilprll + Yr lip - IIPr li (3.1 )

Jor all lip E R".

Proof Suppose there is no (/ > 0 such that (3.1) is valid for all
IlpER

Il
• Then there is a sequence Pip,} in R" such that

-J _ 11/ - I/pkl! -1/- IIPrll--4 0
Ik - II Ilpk - Ilprl l

(3.2)
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as k-4 roo The sequence jlll/pkll} is bounded. Otherwise, for a subsequence
!l/Pr f, we would have II! - I/Pr 11-4 ro and

II! - IIp,,II-II! - Ilplll
Yr;? II! _ I/Prl1 + II! _ I/prl! -4 I

as l' -4 ro, which is contrary to (3.2). Let II! - l/pkll <M for all k. Then

and by (3.2), limk~cc II! - l/pkll = II! - I/plll. By the proof of Theorem 4 in
Dunham and Taylor 151, Pk -4 PI as k -4 ro in the sense of coefficient con­
vergence.

Since CPr = n - I, IlpI is the best uniform approximation to! from R" I

and, by Brink's result [II, is strongly unique relative to R" I' By (3.2) we
may then assume that 0Pk = n for all k. Since CPk > oPr and Pk(X) >°and
p/x) >° for x E 10, ro), there is a t A >°such that Pk(X) > pix) for all
x;? tk. In addition, we choose tA so that

(3.3)

as k -4 roo Whether! - IlpI demonstrates the standard or the nonstandard
alternation in Theorem I, there are n + I points 0< X o < ... < x" such that

(3.4 )

i = 0,.... n. For i = 0,... , n,

(3.5 )

i=O,... ,n. Subtracting (3.4) from (3.5) and multiplying by P/Xj)Pk(X;), we
obtain

(3.6)

where L1 k = II! - IIPkII -111 - Ilprll and K = sup{p~xJ Pk(Xi ): i c= O,....n,
k = 1,2.... f. Furthermore,' ,

By (2.1), (2.2), (3.6), and (3.7),

IPA(X) - Pj{x)1 <KL1 k M(t k , x)

(3.7)

(3.8)
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for all x E 10, 00) and k = I, 2,.... By Lemma 3 select positive constants A.
X. and T such that

M(t,x) ~Ax" (3.9 )

for x;?X and t;? T. Let pix)=a" IX" If ... +ao• where an I> 0. and
Pk(x)=a~x"+a~_lx" I+ .. ·+a~. where a~>O and a~~O and a7~al'

j = 0..... n ~ L as k ~ 00. Select fJ > X such that

Ian 21+1 ialll+ 1 a" Ia -- ,..... -- ,~~-o-- -, ~-
1/ I X X" I / 2

for x;? fJ. Now by (3.3), we may select k ll such that for k;? k ll • t,;? T.
a~ I> 3a" 1/4. and la7~ail < l,j=0, .... n~2. Thus for x;?fJand k;?k ll •

la71<lai l+ Lj=0,.... n~2.

jan 21+ 1_ ... __ laol+I)'
x x n I

> all IX" 1/2

and

Thus by (3.9)

I I, IP,(X) - Pt{x)i

pix) -- p,(x) I = Pt{x) p,(x)

, (8AK,X
2

1/ • (8AKfJ2 1/

::;, 2 )Ll,::;, 2 ,)Ll,
an I a" I

(3.10)

for x;? fJ. k;? k ll , and n ~ 2. If n = I, then OPt = 1. and the case under
consideration does not apply (see r51).

Since PAX) >°for xE lO,fJl and P,~ PI uniformly on 10,fJJ as k~ 00.

there are numbers s >°and k l ;? ko such that PAX) ~ sand p,(x) ~ s for
x E Ia. fJ I and k ;? k I' By Lemma 4 and (3.3) there are numbers m > a and
k2~kl such that M(tk,x)<:;;m for all xE la,fJl and k;?k 2 • Thus ifk~k2'

then by (3.8)

. I I I i p,(x) -- pt{x)1 mKLl,

IP/''() - p,(x) = PAX) p,(x) <:;;~
(3.11 )
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forxE [0,,81. By (3.10) and (3.11)

1IIIpk - IIp!11 <; M(llf - Ilpkll-llf - Ilprll)

283

for k)k2, where M=max18AK,82-llla~_I,mKls2f.This contradicts (3.2),
and Theorem 5 is proven.

We conclude this note with the companion point Lipschitz result. The
proof is identical to the proof of the theorem on p. 82 of Cheney 131 with

AI = 2/Yr and is omitted.

THEOREM 6. Let f E C(; [0,00 )\R1l and let IIPr be the best uniform
approximation to f from R li • Then there is a constant AI> °such that

111lpg - IIPrl1 <; )~fll g - fll

for all g E C(; [0,00), where Ilp g denotes the best uniform approximation to

g from RIl •
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